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Abstract - Surgical navigation technologies have 

transformed the healthcare landscape, playing a key role in 

enhancing precision, safety, and efficiency of various 

medical procedures. In this paper, we present a cost-

effective 3D computer navigation approach that leverages 

augmented reality (AR) and computer vision (CV) to aid in 

spinal pain management procedures like radiofrequency 

ablation (RFA) and epidural steroid injections (ESI). We 

evaluate the accuracy of AR overlay of key anatomical 

features on the patient (obtained from MRI scans or CAD 

models of the patient) through simulated spinal injection 

experiments and assess the accuracy of the CV algorithm via 

optical tracking experiments. Our findings indicate that AR 

and CV are valuable tools for surgical guidance, offering a 

low-cost alternative to traditional fluoroscopy.   
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1. Introduction 
Surgical procedures depend on precise localization of 

instruments relative to anatomical features in order to 

optimize accuracy and safety of various operations. 

Traditionally, most healthcare facilities rely on fluoroscopy, 

the usage of X-rays to provide real-time visualization of the 

area of interest during procedures [1]. Fluoroscopy is 

employed in spinal surgery for procedures involving 

radiofrequency ablation (RFA) and epidural steroid injection 

(ESI) [2]. In RFA, heat is delivered via a radiofrequency 

needle to targeted nerves.  The heat destroys the targeted 

nerves and prevents the pain signals from reaching the brain, 

thereby offering long-term pain relief [3]. On the other hand, 
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ESI involves the injection of steroids or anti-inflammatory 

medication into the spine to treat inflamed nerve roots [4]. 

Despite their consistency and precision, both techniques 

require the use of fluoroscopy for the guidance of needle 

placement, leading to radiation exposure of patients and 

medical staff. Radiation exposure could cause minor skin 

irritations as well as more serious problems like organ 

damage and cancer [5]. In addition, fluoroscopy systems 

cost between $250,000 and $800,000, leading to significant 

economic barriers for small to mid-size healthcare providers 

[6].  

In recent years, augmented reality (AR) has 

demonstrated new possibilities for surgical navigation by 

enhancing visualization of internal anatomy without the 

need for fluoroscopy [7]. For instance, Molina et al. [8] 

demonstrated the effectiveness of AR in localizing bones 

and soft tissues in live patients during surgery.  

In parallel, optical tracking devices have emerged as 

an indispensable tool for boosting surgical precision. 

Tracking systems identify key anatomical features relative 

to surgical equipment, allowing for safer and more accurate 

trajectories of surgical instruments [9]. For instance, optical 

tracking devices have been used to assist with the 

localization of the “Scottie Dog”, the L5 vertebrae, during 

epidural steroid injections [10]. State-of-the-art optical 

systems typically use infrared stereoscopic cameras to 

capture reflective markers, allowing for 3D localization of 

instruments and anatomical features [11]. For depth 

perception, stereo cameras utilize two cameras and compare 

images of slightly different perspectives. Despite these 

advancements, optical tracking systems still face significant 

challenges due to their high cost and difficulty of 

implementation in operating environments where invasive 

skin markers are needed [12].  

In this paper, we introduce the use of a low-cost 

optical tracking system with AR overlay of key anatomical 

features on the patient (from MRI scans or CAD models of 

the patient) for spinal pain management surgeries. By 

conducting comprehensive AR experiments on a simplified 

spinal model together with CV tests on a prototype marker 

tracking system, we have simulated operating room 

conditions and anatomical complexities to assess the 

feasibility of such a system in real-world operating room 

scenarios.  

 

The Use of CV and AR In Back Pain Management 
To show the feasibility of AR and CV in back pain 

management, we have first created a 3D model of the 

surgical region of interest (from MRI scans or CAD models 

of the patient) and converted this 3D model into a virtual 

model. We then displayed this virtual model onto the 

surgical region of interest using augmented reality goggles 

and fiducial markers (ArUco markers) on the patient’s spinal 

position. Thus, when viewing the surgical region of interest 

via AR, the surgeon sees not only the surface of the patient 

but also a 3D virtual anatomical model of the patient’s spine 

below the surface. To speed up the development time, we 

have generated the virtual spinal model in this paper using 

3D printing and computer-aided design (CAD) rather than 

MRI images. Employing CV algorithms and ArUco markers 

to track the patient position, we have overlayed the virtual 

image of the patient’s vertebrae on the patient using 

augmented reality. A schematic of our approach is shown in 

Figure 1. Here, the CAD model shown in Fig. 1a is 

converted into a virtual model shown in Fig. 1b. The position 

of the patient is tracked in real-time using ArUco markers, 

stereoscopic cameras (Logitech C920x HD Pro Webcams) 

and Vuforia, a 3D AR software development kit (Fig. 1c). 

The schematic of the complete system is shown in Fig. 1d, 

including the surgeon with AR goggles, the patient, and the 

ArUco marker registrations. 

 In the following sections, we will present separate 

proof-of-concept experiments for augmented reality (AR) 

and optical tracking. In future work, we plan to integrate 

both technologies into a unified prototype and conduct mock 

surgeries by a trained physician to test the viability and 

practicality of the prototype for real-world surgical 

applications.  

 

2. Materials and Methods 
The following sections are divided into two parts—

Augmented Reality and Optical Tracking—to clearly 

distinguish the respective experiments. 

 

Augmented Reality (AR) 
The AR approach used in this paper eliminates the 

dependence on fluoroscopy during surgical navigation in 

pain management. To evaluate the benefits of this approach 

over traditional methods, we have performed experiments to 

study the reliability and success rate of finding a targeted 

location on a specially designed spinal model with and 

without the use of AR.  

 

2.1 Spinal Model Design 
 In Fig. 2 we show the schematic of the spinal model 

used for the evaluation of AR in spinal surgeries. The model 

consists of a 3D-printed stereolithographic spine segment 

with three vertebrae, encased in a 160mm x 160mm x 

100mm ballistic gel rectangular prism. The model was 

marked at two locations on the center vertebrae to serve as 

target points during needle insertion (Fig. 2). A feedback 

detection mechanism was implemented to indicate if the 
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needle was placed within the target region during an 

experiment. The operator would aim with the tip of the 

needle to the target points (center red dot) which represent 

the medial branch nerve, a common target in pain 

management procedures [8]. During experiments, the model 

was positioned vertically, with its top surface covered to 

restrict the operator’s vision of the model. 

 

 

 
2.2 Tracking  

We have used an AR 3D platform (Unity) to build the 

AR environment. An AR 3D software development package 

(Vuforia) was used for the detection of the ArUco markers. 

The open-source spine model that was used to construct the 

physical model was converted to an AR object in Unity. The 

position of the model was tracked in real-time using 

stereoscopic cameras (Logitech C920x HD Pro Webcams) 

coupled with Vuforia, which tracks the position of the 

ArUco marker and overlays a virtual spine model with 

respect to the ArUco marker’s position. 

The AR environment and the overlaid model were viewed 

through a commercially available headset (Meta Quest 3, 

Meta Platforms) utilizing the Quest Link feature which 

allows the Quest 3 to connect to a Windows PC and run the 

AR program that we created from Unity to display the 

simulation. The overlaid AR model provides the medical 

doctor with visual augmentation that displays the virtual 

spine model during experiments. 

 

2.3. Experimental Setup/Detection Feedback 
 A total of 40 insertion trials were performed, 20 using 

AR guiding and 20 using visual guiding (without 

fluoroscopy or AR). A successful trial is defined as one in 

which the needle strikes the 15mm wide tape on the middle 

vertebrae, leaving a mark. We analyzed the success rate and 

average deviation from the target for both sets of trials using 

Eqs. (1-2). 

 

Success Rate = (
𝑆𝑝𝑜𝑡𝑠 𝑓𝑜𝑢𝑛𝑑 𝑜𝑛 𝑡𝑎𝑝𝑒

20
) × 100%            (1) 

 

Average deviation =
∑(𝐴𝑙𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑟𝑒𝑑 𝑑𝑜𝑡)

𝑆𝑝𝑜𝑡𝑠 𝑜𝑛 𝑡𝑎𝑝𝑒
          

(2) 

 
Optical Tracking 
 The AR package we have used for our initial tracking 

experiments, Vuforia, is not specifically designed for ArUco 

markers. To further improve the system accuracy to a level 

comparable to fluoroscopy, it is crucial to develop custom 

tracking algorithms tailored to register the ArUco markers. 

We chose to use OpenCV for Unity to develop our algorithm 

because OpenCV has specialized functions that target the 

tracking of ArUco markers [13,14]. Also, the optical 

tracking system we develop in this paper deviates from the 

conventional infrared stereoscopic camera setup which 

requires invasive markers and specific operating 

environments. To assess the precision of our tracking 

system, we tested our tracking algorithm with a specially 

designed X-Y ground truth platform which shows the true X 

and Y position in the real-world [15].  

 
2.4 Ground Truth Platform 

Fig. 3 demonstrates the platform from the bird’s eye 

view. This platform is 50cm by 50cm and testing markers 

are placed in the center and at the four corners. Tracking 

experiments were conducted with stationary markers in the 

X-Y plane. Future experiments will include marker tracking 

during motion in all X-Y-Z directions to simulate subtle 

movements of patients during spinal procedures.  
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2.5 Tracking Software/Algorithm 
 We show the optical tracking algorithm used to detect 

ArUco markers on our platform in Fig. 4. We used OpenCV 

for Unity’s ArUco marker detection functions for optimal 

results. This algorithm is integrated with stereoscopic 

cameras.  

 

 
 

 As shown in Fig. 4, our algorithm begins with the 

initialization of data structures and dictionaries. After the 

stereoscopic camera captures an image, the algorithm 

identifies the ArUco markers and estimates their 3D pose 

using intrinsic parameters (i.e. focal distance matrix and 

camera center coordinate) [16]. Once registered, the 

algorithm performs pose estimation and calculates real-

world position and rotation of each marker. To ensure 

robustness, the algorithm employs noise-cancelling and 

error-correction mechanisms to handle ambiguous cases.  

 

2.6 Experimental Setup 
 We conducted tracking experiments with five ArUco 

markers placed at the corners and the center of the platform 

(labelled according to Fig. 3). Given that the center ArUco 

marker is assumed to be at the coordinate origin (0 cm, 0 

cm), the exact positions of the other markers can be easily 

determined using the dimensions of the platform. We 

anchored a stereoscopic camera directly above the center 

ArUco marker. With the implementation of the optical 
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tracking algorithm detailed in Fig. 4, the camera captures 10 

real-time tracking results for each point. We averaged the 

results of each point, transformed the OpenCV coordinates 

to real world coordinates, and compared these calculated real 

world coordinates with the exact real-world coordinates 

obtained from the X-Y platform to calculate the tracking 

error. For each dimension (X,Y), we report the point of the 

maximum error and the deviation defined as  

 

Deviation = |Actual − Experimental|                      (3) 

 

3. Results 
Augmented Reality (AR) 

We have divided our AR results into two sections to 

assess the success rate and average deviation distance of our 

AR system (Table 1). 

 

Table 1. Experimental Success Rate and Average Deviation 

with AR and  without AR system 

Trials Without AR System With AR System 

Success 

Rate 

45% 85% 

Average 

Deviation 

0.51cm 0.28cm 

 

Table 1 shows that the use of the AR system increases 

the experimental success rate from 45% to 85%, and reduces 

the average deviation from 0.51 cm to 0.28 cm. 

 

Optical Tracking 
 We show the (X,Y) coordinates (already transformed 

to real world coordinates) of our optical tracking results in 

comparison with the actual real-world coordinates (Table 2). 

 

Table 2. Experimental coordinates of ArUco markers 

versus Actual coordinates of ArUco markers 

Markers Experimental 

(X,Y) in cm 
Real-World 

(X,Y) in cm 

1 (-25.0, -25.0) (-25.0,-25.0) 

2 (-25.0, 25.0) (-25.0,25.0) 

3 (24.1, 25.3) (25.0,25.0) 

4 (25.3,-24.3) (25.0,-25.0) 

5 (0.0,0.0) (0.0,0.0) 

 

 Table 2 shows the experimental and real-world 

coordinates for ArUco markers 1 to 5. We observe that 

experimental coordinates are very close to the real-world 

coordinates for all five markers, showing a maximum error 

of 0.9 cm. 

Table 3. Maximum Deviation for X and Y Directions 

Maximum Error Deviation 

(cm) 

X – Direction 

(Marker 3) 

0.9 

Y – Direction 

(Marker 4) 

0.7 

 

 Table 3 shows the maximum deviation for the system, 

with a maximum error of 0.9 cm in the X direction and 0.7 

cm in the Y direction. This demonstrates the accuracy of our 

optical tracking system. Further optimization can reduce the 

error margin even further. 

 

4. Discussion and Conclusions 
 In this paper, we conducted two separate but related 

experiments with the purpose of demonstrating the potential 

of the use of AR and optical tracking in minimally invasive 

spinal procedures. These two studies are the basis for a fully 

integrated, low-cost 3D navigation system utilizing AR and 

CV. 

 We have studied the potential of augmented reality 

(AR) because it serves as an affordable and radiation-free 

alternative to fluoroscopy. We built a $600 AR system with 

open-source modelling files and publicly available software 

and studied its accuracy on a 3D vertebrae spinal model. Our 

system demonstrated a significant increase in surgical 

accuracy and a lower average deviation distance compared 

to experiments performed without AR assistance. In 

addition, the use of AR is an attractive alternative for 

healthcare facilities because it provides a safer environment 

for both patients and medical professionals by reducing 

radiation exposure in comparison to fluoroscopy. Current 

inaccuracies in the AR overlay, including slight trembling, 

result from insufficient anchoring with a single ArUco 

marker. Additionally, the lack of integration of the OpenCV 

algorithm into our AR setup further contributes to these 

imperfections. Future research is needed to achieve near-

fluoroscopy accuracy. We will start by combining our 

optical tracking algorithm with our AR technologies and 

experimenting with multiple ArUco markers in various 

locations. Then, we plan to improve accuracy by developing 

trackable surgical instruments to help visualization and 

positioning of the surgical area of interest and instrument 

tips. Also, we plan to implement recurrent neural networks 

(RNN) due to their error minimization potential [16] and 

reduce deviation below 0.14 cm, the clinically accepted error 

of margin in spinal pain management procedures.  

 We have evaluated our optical tracking system using 

ArUco markers and a specifically designed X-Y platform. 

This algorithm was developed using OpenCV for Unity, an 
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open-source package designed to enable computer vision 

tasks within Unity. Our algorithm was designed to improve 

the accuracy of marker tracking in various environments 

(such as different lighting condition, room environment, 

etc). The experimental results show that our system achieved 

a maximum deviation of 0.9 cm in the X direction and 0.7 

cm in the Y direction.  Although these findings show the 

reliability of our tracking system, there are future steps that 

can be taken to improve the tracking and simulate real-world 

settings. In particular, implementation of the so-called “blob 

extraction method” and of two-dimensional prediction 

techniques will enhance system robustness and accuracy 

under surgical constraints [18]. In addition, inclusion of 

convolutional neural network (CNN) should be studied to 

reduce tracking noise [19,20]. These additions will 

overcome the current inaccuracies which are results of 

random noise. Finally, future experiments should include 

tracking of ArUco markers moving in three dimensions 

(X,Y,Z) to simulate patient behavior.  

 The separate studies of AR and optical tracking 

demonstrate the feasibility of AR and optical tracking for 

surgical navigation with ArUco markers. These low-cost 

technologies minimize the radiation exposure of traditional 

spinal procedure approaches while enhancing surgical 

visualization. Future work will integrate our AR system with 

our own optical tracking algorithms to result in a system that 

will further enhance surgical efficiency for spinal pain 

management procedures.  
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