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Abstract - Breast cancer is the second leading cause of death in 
women after heart diseases. A well-known statement in cancer 
society is “Early detection means better chances of survival”.  In 
the past few years several techniques were developed to detect 
breast tumors in early stages. A proposed system is designed for 
breast tumors detection using ultrasound images. Ultrasound is 
used because it is less expensive and less invasive than X-rays 
used in mammography and computerized tomography. It can 
provide a second opinion for a physician to detect breast 
tumors. The proposed system consists of three main steps: pre-
processing, feature extraction and classification. Gaussian 
blurring, anisotropic diffusion and histogram equalization are 
used to reduce additive noise, speckle noise and to enhance the 
image quality respectively. The second step is feature 
extraction and dimensionality reduction.  PCA is used to reduce 
the dimensions of the feature vector. The third and final step is 
the classification step. A comparison is conducted between 
support vector machine and bagging ensemble classifier as 
different classification techniques. The third step is deployed to 
classify the images into image with/without tumors.  
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1. Introduction
Different imaging techniques have been 

developed to detect breast cancer in early stages to 
assist in obtaining better chance of recovery. These 
techniques include thermography, mammography and 
ultrasound imaging. Ultrasound is the main focus of this 
research. Ultrasound is more reliable than 
mammography for women under forty. Using 
ultrasound imaging, one can find the exact location, 
shape and size of a tumor while in thermography only 
the presence of the tumor is indicated. However, the 
main problem with ultrasound imaging is the noise 
caused by imperfect instruments, the data acquisition 
process as well as other natural interfering phenomena 
as shown in [1], which complicates the detection 
process. In order to solve this problem, filtering and 
enhancement are needed.   

The objective of this paper, is to develop a breast 
tumor detection system using ultrasound images. It 
includes three stages. The first one aims at reducing 
additive and speckle noises and enhancing the contrast. 
The second one aims at selecting a good set of features 
and reducing the dimensionality of the feature vector. 
The final stage uses a binary classifier to decide 
whether the input image includes a tumor or not.  

The rest of the paper is organized as follows; 
Section 2 presents background material. Section 3 
describes the proposed system, Section 4 discusses the 
experimental work and, finally, Section 5 presents the 
conclusions and future work.   
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2. Background 
 Cancer is one of the leading causes of death 
worldwide. One in eight deaths worldwide is due to 
cancer as demonstrated in [2]. According to the 
American Cancer Society, the probability of getting 
breast cancer is 1:2000 at the age from twenty to 
twenty nine, 1: 229 from thirty to thirty nine, 1:68 from 
forty to forty nine, 1:37 from fifty to fifty nine, and 1:26 
from sixty to sixty nine. In 2010, worldwide breast 
cancer web site declared that nearly 1.5 million people 
were diagnosed of breast cancer. 89% of women 
diagnosed with breast cancer are still alive five years 
after their diagnosis. Dramatically, one-third of breast 
cancer death can be decreased if detected and treated 
early, this means that nearly 400, 000 lives could be 
saved every year presented in [3]. 
 The detection process is usually divided into 
three phases: the preprocessing, the feature extraction 
and selection and the classification phases. Different 
techniques are used in each phase. The preprocessing 
phase deals with different kinds of noise such as 
amplifier (Gaussian), Salt and pepper, Poisson and 
Speckle noise. Different kinds of filters can be applied to 
remove noise such as Mean, Median, Gaussian and 
anisotropic diffusion filters as shown in [7], and [8]. 
Morphological operators and Histogram equalization 
are examples of enhancement techniques used in [9]. 
 Several classification techniques related to breast 
tumors have been developed for detecting and 
differentiating between cancerous and benign tumors 
using ultrasound images. In [4], a Computer Aided 
Diagnosis (CAD) system has been developed to classify 
breast tumors using Support Vector Machines (SVM). 
Another system, described in [5], also aimed at 
classifying breast tumors in ultrasound images using a 
hybrid classifier based on a multilayer perceptron 
network and genetic algorithms. Later, in [6], another 
CAD system is described to detect and segment the 
tumor regions. The detection algorithm works in two 
stages: tumor localization and tumor boundary 
delineation. In the first stage, an AdaBoost classifier 
using Haar-like features is applied followed by an SVM 
classifier. 
 

3. Proposed System 
 The main focus of this research is detecting the 
presence of tumours in ultrasound images. We propose 
a system in which image pre-processing and 
enhancement techniques are applied in order to 

improve the detection accuracy. A block diagram 
representing the proposed system is shown in figure 1. 
 

Input

Image Processing

Feature extraction 

and  selection

Classification 

Output
 

Figure 1. Block diagram of the proposed system. 
 

 
Figure 2. Example of an original ultrasound image of a 

breast tumor. 

 
3.1. Pre-processing Stage 
 The main concern in the pre-processing stage is 
applying de-noising and enhancement techniques 
without destroying the useful information in the input 
image. The pre-processing stage is divided into two 
steps:  filtering and enhancement. Gaussian filters are 
used to get rid of additive noise. Also, anisotropic 
diffusion filter is used to overcome the major 
drawbacks of conventional spatial filters and improve 
the image quality by preserving important boundary 
information this is concluded from [10]. To further 
improve the image quality, histogram equalization is 
used for image enhancement as illustrated in [11]. 
 
3.1.1. Gaussian filter 
 The Gaussian filter is a non-uniform low pass 
filter. It removes high-frequency components from the 
image without affecting the important data in it, as 
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shown in Figure 3. However, it is not particularly 
effective at removing salt and pepper noise. 
 Gaussian smoothing is used in order to enhance 
image structures at different scales. Mathematically, a 
Gaussian filter modifies the input signal by convoluting 
it with a Gaussian function, this transformation is also 
known as the Weierstrass transform. The Gaussian 
function is: 
 

𝐺(𝑥1, … , 𝑥𝑘) =  
1

√(2𝜋)𝑘|∑|
 exp (−

1

2
(𝑥 − µ)𝑇∑−1(𝑥 − µ)) (1) 

 
 Where x is a real k-dimensional column vector,   
| ∑| is the determinant of  ∑ (the covariance matrix) and 
µ is the mean vector.  
 Gaussian filtering has its basis in the human 
visual perception system. It has been found that 
neurons create a similar filter when processing visual 
images. The Gaussian function is used in numerous 
research areas as mentioned in [12]. 
 

 
                      (a)                                             (b) 

Figure 3. (a) Original image with a tumor 
(b) The same image after applying Gaussian filter. 

 
3.1.2. Anisotropic Diffusion 
 Anisotropic diffusion reduces the speckle noise 
and also blurs the image without compromising its 
quality as shown in Figure 4. The main idea in 
anisotropic diffusion is to smooth the homogenous 
areas of the image while enhancing the edges. This 
creates a piecewise constant image from which the 
segmentation boundaries can be easily obtained which 
was brought to light in [4]. The anisotropic diffusion is 
implemented using the derivation of Speckle Reducing 
Anisotropic Diffusion (SRAD) proposed in as presented 
in [7]. 

                

(a)                                        (b) 
Figure 4. (a) Original image with a tumor 

(b) The same image after applying Anisotropic Diffusion. 
 

3.1.3. Histogram Equalization 
 The aim of image enhancement is to improve the 
image quality, or to provide better input for other 
automated image processing techniques. Histogram 
equalization is known to adjust image intensities to 
enhance contrast as shown in Figure 5. This helps in 
reducing differences among images from various 
ultrasonic systems. Figure 6 shows the histogram of an 
image before and after equalization. The equalized 
histogram for pixel SK is defined as follows: 
 

𝑆𝐾 =  ∑ 𝑃𝑟(𝑟𝑗)

𝐾

𝑗=0

 (2) 

 
 Where 𝑟𝑗  represent the gray level of the pixel to 

be enhanced, K= 0,1,2,3,…, L-1 where L is the total 
number of possible gray levels in the image and Pr is the 
probability  shown in [12].  
 

 
(a)                                                  (b) 

Figure 5. (a) Original image with a tumor 

(b) The same image after applying Anisotropic Diffusion. 
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Figure 6. (a) Image histogram before equalization. (b) Image histogram after equalization. 

 

3.2. Feature Extraction and Selection 
 Textural parameters calculated from the Gray 
Level Co-occurrence Matrix (GLCM), of a preprocessed 
input image, helps in understanding the image content 
as presented in [13]. The GLCM is a powerful measure 
used in texture classification. In order to classify the 
image properly, the following sixteen features are 
extracted from the GLCM as mentioned in [14]. 
 

1. 

Autocorrelation 
5. Energy 

9. Sum 

variance 

13. Information 

measure of 

correlation 

2. Contrast 6. Entropy 
10. Sum 

entropy 

14. Inverse 

difference 

4. Cluster Shade 7. Homogeneity 
11.Difference 

variance 

15. Inverse 

difference 

normalized 

3.Cluster 

Prominence 

8. Sum of 

squares 

variance 

12. Difference 

entropy 

16. Inverse 

difference 

moment 

normalized 

 
 Principal component analysis (PCA) is used to 
reduce the dimensionality of the feature space of the 
data set, while retaining as much as possible of the 
variation present in it. PCA is achieved by transforming 
the data set into a new set of uncorrelated variables 
which are ordered so that the first few retain most of 
the variation present in all of the original variables as 

indicated in [15].  Using PCA, 4 factors were found to 
contain most of the variation present in the original 
dataset. The use of a reduced set of uncorrelated 
features enhances the final classification stage. 
 
3.3. Classification 
 Two classification approaches have been used in 
the present work, support vector machine and 
ensemble classifier using bagging technique. 
 
3.3.1.  Support Vector Machine 
 SVM is a supervised learning technique that seeks 
an optimal hyper-plane to separate two classes of 
samples. Mapping the input data into a higher 
dimensional space is done by using Kernel functions 
with the aim of obtaining a better distribution of the 
data. Then, an optimal separating hyper-plane in the 
high-dimensional feature space can be easily found as 
shown in [16]. An example of an optimal Hyper-plane is 
shown in Figure 7. 
 

 
Figure 7. Optimum Hyper-plane for Support Vector Machine. 
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3.3.2. Bagging 
 Bagging is a machine learning ensemble meta-
algorithm used to improve the stability and accuracy of a 
classifier. It reduces the variance and helps avoid over-
fitting. Bagging is a special case of the model averaging 
approach. It randomly distorts the data set by re-sampling 
it. Bagging seems to enhance accuracy when random 
features are used which was stated in [17]. Reduced-Error 
Pruning (REP) tree is a fast decision tree learner as shown 
in [18]. It builds a decision/regression tree using 
information gain/variance and prunes it using reduced-
error pruning (with back-fitting). Bagging is used to grow 
an ensemble of trees and let them vote for the most 
popular class. Figure 8 shows an example of an ensemble 
classifier.       
 

C1 C2 Cn

Input

Combine classifier’s Output according 

to Ensemble technique 

O1 O2 On

Output  
Figure 8. Ensemble Classifier. 

 
 Having explained each stage of the proposed 
model, a block diagram of the system is shown in Figure 
9. 
 

 
Figure 9. Block diagram presenting the proposed system. 

4. Experimental Work 
 The feature extraction and classification 
techniques, presented in section 3, have been applied 
on 106 ultrasound images (55 images clean of tumor 
and 51 containing tumor) obtained from different 
medical centers in Alexandria, Egypt. The SVM classifier 
has been trained on 70% of the data set and tested on 
the remaining 30%. On the other hand, bagging 
ensemble has used all the data using bootstrap 
technique. 
 Both the filtering and enhancement steps were 
implemented using matlabR2012a. The results of 
applying the pre-processing techniques are shown in 
Figures 10 and 11. PCA has been implemented using 
LSTAT (an add-on-Excel) which is shown in [19]. 
Finally, the two classification techniques have been 
implemented using Weka 3.6.9 which is denuded from 
[18].   
 

 
Figure 10. Breast ultrasound image after filtering and 

enhancement. 

 

 
Figure 11. Clean breast ultrasound image after filtering and 

enhancement. 
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4.1. Preprocessing Evaluation 
 A comparison between different combinations of the proposed image preprocessing techniques is presented 
in Table 1. 
 

Table 1.  Performance measures of different combination of image processing techniques. 

Performance 

Measure 

Histogram Gaussian-

Histogram 

Gaussian Diffusion Gaussian- 

Diffusion 

Histogram- 

Diffusion 
All 

Accuracy 79.4% 81.3% 82.3% 82.3% 83.3% 83.3% 85.9% 

True Positive 

Rate 

79.4% 81.4% 82.4% 82.4% 83.3% 83.3% 85.5% 

False positive 

Rate 

22.2% 20.9% 19.4% 19.4% 18.9% 18.9% 12.4% 

Precision 80.1% 83.2% 83.4% 83.4% 85.4% 85.4% 87.2% 

Recall 79.4% 81.4% 82.4% 82.4% 83.3% 83.3% 85.8% 

F-Measure 79.1% 80.9% 82% 82% 82.9% 82.9% 85.9% 

 

 
Figure 12. A plot between factors and their Eigen-values 

 
 A plot between components (factors) and their 
corresponding Eigen-values is shown in Figure 12. It 
presents the four principal components (factors) that 
were found to contain more than 98% of the variation 
in the original dataset, as a result of the principal 
component analysis conducted on the 16 features 
extracted from the gray level co-occurrence matrix.  
 
 

4.2. Classification Techniques   
 
4.2.1 Support Vector Machine  
 The classifier has been trained on 70% of the data 
and tested on the remaining 30%.The correctly 
classified instances were 75.5%. The performance 
measures of the SVM classifier are shown in Table 2. TP 
and FP-rates correspond to true and false positive rates, 
respectively. “Positive” represents the class of images 
defined by a physician as images with tumors while 
the“Negative”class represents clean images. 
 
4.2.2. Bagging 
 Bagging implies training a set of REP trees using 
bootstrapping. The correctly classified instances were 
85.9% while the incorrectly classified instances were 
14.1%. The performance measures of the Bagging 
classifier are shown in Table 3. The performance of 
bagging is expected since bagging trains several REP 
trees with different data and combine the decisions.  
 

Table 2. The performance measures of the SVM classifier after applying image processing techniques. 

 TP RATE FP RATE PRECISION RECALL F-MEASURE 

POSITIVE CLASS 70.2% 38.2% 61.1% 70.2% 65.3% 

NEGATIVE CLASS 61.8% 29.8% 70.8% 61.8% 66% 

WEIGHTED AVG. 65.7% 33.7% 66.4% 65.7% 65.7% 
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Table 3. The performance measures of the Bagging classifier after applying image processing techniques. 

 TP RATE FP RATE PRECISION RECALL F-MEASURE 

POSITIVE CLASS 80% 6.5% 94.1% 80% 86.5% 

NEGATIVE CLASS 93.5% 20% 78.2% 93.5% 85.1% 

WEIGHTED AVG. 85.8% 12.4% 87.2% 85.8% 85.9% 

 
4.3. Discussion  
 There are many types of binary classifiers that 
can be used. Two classifiers have been selected: 
Support Vector Machine and an ensemble classifier 
using bagging to train a set of REP trees. The bagging 
ensemble classifier with REP tree was found to give the 
best accuracy of 85.9% while the Support Vector 
machine achieved an accuracy of 75.5% after applying 
all image and data processing techniques suggested 
before. Figure 13 shows an example of an image with 
tumor passing all the preprocessing techniques. 
 By comparing the performance measures of the 
bagging with REP classifier before and after the 
preprocessing stage and the dimensionality reduction 

of the data set, we conclude that by applying the 
proposed methodology the performance measures did 
improve by 8.5%.  
 Several combinations of image preprocessing 
techniques have been implemented to reach the optimal 
performance measures. Although by the naked eye, 
after applying histogram equalization the image seemed 
like it would give better performance measures it only 
gave 79.4% accuracy. However, Gaussian filter gave 
better accuracy of 82.3%. The combination of Gaussian, 
Anisotropic Diffusion and Histogram Equalization gave 
the best performance measures of 85.9%.  
 

 

 
Figure 13. (a) Original Image (b) Image after Gaussian (c) Image after Histogram (d) Image after Diffusion (e) Image after all image 

pre-processing techniques. 

 

5. Conclusions and Future Work  
 A system has been proposed to serve as a second 
opinion for a physician to detect breast tumors in 
ultrasound images. This system consists of three stages: 
Preprocessing, Feature extraction and Selection and 
Classification into clean images and images with 
tumors. The obtained result have shown the superiority 
of bagging ensemble classifier over the SVM classifier. 
 In the future, new cases should be added to the 
data set. More image processing techniques will be 

added to the system to improve its accuracy. We plan to 
train the designed classifiers using additional features 
as well as other classifiers as members of the ensemble 
classifier. More functions such as tumor localization, 
segmentation and classification into benign and 
malignant tumors will be added. The system can be 
extended to fuse inputs from different data sources: 
Ultrasound, X-rays etc… to increase the detection rate.  
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